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Mass Automation

Reusable Automation

Niche opportunity segment for 
reusable robotics

Manual labor

Knowledge Bases:

 Adaptability

 Interoperability

 Communicability
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Distributed Control Architecture

Autonomous 
System

Control

Communication

Event Handling

Agent-level 
control

Mission-level 
control

Artificial 
Intelligence

Human 
Intelligence
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Agent Level Automation



Key Concepts

 Uncertainty Propagation

 Precision Tracking and Control

 Manufacturability Analysis



Manufacturability Metrics
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Localization 
uncertainty

Measurement 
uncertainty

A typical non-contact sensor 
uncertainty

Precision metrics:

 Resolution

 Repeatability

 Accuracy



High Yield Assembly Criteria (HYAC)

Quantification of uncertainties

σ2
1  Reliability study of fabrication processes

σ2
2  Simulation of fixturing processes

σ2
3  RRA analysis through experimentation

σ2
4  Model based σ2

1 > σ2
2 + σ2

3 + σ2
4

High Yield Assembly Criteria (HYAC)



Uncertainty Estimation and Control Decision

FK identification using product of exponentials:

(i) The direction axis vector of the robot links: ω
(ii) The axis point for the robot link: q
(iii) The motion angles: θ

Static & Dynamic uncertainties:

Uncertainties in ω and q are static & uncertainty in θ is dynamic.

The twist ξ is calculated as:

The exponential is given as:

where:

The forward kinematic is: Ω = [Ωacc Ωrep Ωres]

Ω = [0 0 0]  Un calibrated open loop control

Ω = [1 0 0]  Calibrated open loop control

Ω = [1 1 0]  Servoing  based closed loop control

Complexity Index:



Robot Kinematic based Uncertainty Estimation Simulator

• 5 DOF Robotic Arm

• Px, Py, Pz, Ry, 
Rz= , , , ,

• Sampled at 1/10 
increments of their total 
range

• Robot Configurations

• (Pz, Px, Py, Rz, Ry)

• (Px, Py, Pz, Rz, Ry)

• (Py, Px, Pz, Rz, Ry) 

• (Rz, Pz, Px, Py, Py) 



Simulation in VR

Simulated multipoint calibration Simulated visual servoingSimulated assembly using calibration and visual 
servoing

• Ambience

• Robot constraints

• Spatial restrictions

Simulated processes:

• Calibration and configuration

• Pick and place

• Visual servoing

Simulated errors:

• Kinematic misalignments

• Dynamic noises

• Sensor errors

Simulated parameters:

• Controller parameters

• Process yield

• Cycle time

• Sensor overhead



Design and Performance Evaluation of the Hybrid Control
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Uncertainty Estimation Framework – Generalized

Simplified robot transformation with uncertainties::

For revolute joints:

δ T θ e δξ θ I
sinθ

θ
ξ

1 cosθ
θ

e T 0

1

For prismatic joints:

δ T θ e δξ θ e T 0



Multi-robot Trust Controller

Multi-robot scenario
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Without trust control

With trust control

Robot uncertainty model:

Self-trust:

Global trust:

Trust update via EKF:
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Average Uncertainty per Joint Configuration

X-axis (mm)Y-axis (mm)

z,x,y,th1,th2

x,z,y,th1,th2

x,y,z,th1,th2

th1,z,x,y,th2

Average uncertainties (or end-effector position 
error) per joint configurations (Top) and Eucledian
distance of error from desired position (Bottom)



Holistic Optimization

INPUT: PROCESS VARIABLES OUTPUT:
MANUFACTURING COST 

FUNCTIONS
Design

Machining

Assembly

Packaging

Testing

 Tolerances
 Material …

 Specs
 Tools …

 Precision
 Feedback …

 Specs
 I/O …

 Metrics
 Equipment …

Design for multiscale
manufacturability (DfM2) 

Analyzer

Database of standard and 
custom tools, processes and 

designs

 Process Yield

 Production Cost

 Cycle Time

 Performance



I/O Trees in Holistic Optimizer
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I/O Trees in Holistic Optimizer
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Design for Multiscale Manufacturability (DFM2) Software Tool
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Modular and Reconfigurable Manufacturing Cell (MRMC)



MRMC Demo



Use Case – Small Motor Manufacturing



Reconfigurable Cell Design based on Demand

M1M1
M2

M2

M3 M3

M4 M4
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Implementation



Mission Level MUM-T



Key Concepts

 Human-centric interaction (voice, gestures, expressions etc.)

 Common software architecture (ROS)

 Human factor variability



Conventional Human Robot Interaction

Roomba

NAO, Romeo, and Pepper

Delivery Drone

Challenges:

 One-to-one connectivity

 Limited throughput

 Rigid framework
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Multi-Robot Scenarios and Control Challenges
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Neural Adaptive Controller for Autonomous Robot Control

 Integral Reinforcement Learning (IRL) [PI: Dr. F. Lewis]

• uses neurocognitive methods to learn the system dynamic effects in real-time and offset 

the effects of disturbances

• does not require modeling of the systems dynamics

• provides the basic building blocks for a deliberative controller that generates more 

reliable and predictable stable and robust robot actions in comparison to other automatic 

feedback control techniques

© Proprietary Content



Mixed Reality Based Human Robot Interaction Portal

Microsoft HoloLens

Integrating Virtual objects in the real world

Gesture and voice command 
based HRI in mixed reality

(a)

(b)

Instructing mobile robot platform to navigate 
through gesture (pointing to the way points)

In
te

ra
ct

io
n

 w
it

h
 R

o
b
o
ts

 u
si

n
g 

H
o

lo
L
en

s

Experience

Information

Data

Knowledge

© Proprietary Content



Human Robot Interaction in Mixed Reality

Voice-based Gesture-based 
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Application Domains

Information accessibility

Cooperative assembly line 
operations

Manned Unmanned Teaming for 
military operations

Education

Healthcare
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Summary of Work

• HRI Framework designed to operate on knowledge instead of data.

• A two-stage control architecture comprising of a neuro-adaptive controller and 

mixed reality portal integrates artificial and human intelligences in a effective 

manner to manage teams of manned and unmanned systems.

• Offers a platform agnostic and human centric communication portal that 

allows humans to communicate with robots using voice, gestures, and/or 

expressions to visualize, manage, and modify multi-agent missions in real-time.

Looking ahead: Personal Cobots trained on human 
actions, instructions, and emotions
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Sponsors
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Thank you !
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